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ABSTRACT

Artificial intelligence is becoming one of the underlying assets to contemporary cybersecurity
as organizations are faced with increasing attack surfaces, scale security telemetry and the
emergence of complex threats in Industry 4.0 and interconnected digital systems. The review
synthesizes the benefits of Al in the fundamentals of the defence capability, including anomaly
detection, intrusion detection, signature-free malware and ransomware detection, phishing and
social engineering, automated incident response. It also critically evaluates the new risk
environment introduced by adoption of Al and identifies adversarial threats to machine learning,
model and data security threats, weaponization of Al by attackers and operational constraints of
false alarms and poor generalization. Simultaneously, the paper addresses ethical issues that go
hand in hand with security activities enabled by Al, such as the privacy and surveillance
dilemma, the bias and discrimination of threat labeling, the transparency and explainability
requirement, and the accountability of automated decision, and dual use dilemmas, governance
and regulatory imperatives. The review provides a systematic taxonomy of Al applications,
comparative findings about the existing evaluation procedures and data constraints, and a
prospective map concerning resilient, explainable, privacy-protecting, and ethically suitable
cybersecurity mechanisms that are useful in terms of long-term cyber resilience.

Keywords: Artificial intelligence, cybersecurity, adversarial machine learning, explainable Al,

Al ethics.

1. INTRODUCTION:

The fast development of digital technologies has radically
changed the modern society due to the capability of
connecting systems and intelligent infrastructures, cloud
computing, and Industry 4.0 ecosystems. Although this
digital change has had significant positive impacts on
efficiency and innovation there has been a surge in cyber
threats as never before. The attacks the organizations are
facing are more complex now, including ransomware,
phishing, insider threats, and advanced persistent threats,
and are not only focused on the traditional information
technology infrastructure, but also the newly emerging
cyber-physical infrastructures. With the expansion of
digital ecosystems, the environment of cybersecurity
becomes more unstable and unpredictable, and this
presents a major problem to the traditional defense
mechanisms. More often than not, traditional methods of
cybersecurity, like signature-based malware detection and
rule-based intrusion prevention, are not able to keep up
with the dynamic sophistication of attackers, and the sheer
amount of security data being produced on a daily basis.
Such restrictions have led to a drive in the research and
practice community to think of smart and adaptive
solutions to address new and unforeseen threats. In this
respect, artificial intelligence (AI) has emerged as a
disruptive technology that creates new opportunities of
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automated threat detection, prediction and real-time
response. The introduction of Al in the field of
cybersecurity is nowadays considered as a necessary step
of tackling the challenges of the current cyber threats
battlefield as well as a must have measure of handling the
industry 4.0 ecosystem where the connectivity and the
automation is the key attributes [1].

Artificial intelligence is important in transforming the
concept of cybersecurity by making decisions and
automation in defense systems intelligent. The Al-based
models have the ability to handle large volumes of data,
extract latent trends and detect anomalies that could be a
sign of malicious intent. In contrast to the conventional
approaches, Al technologies are capable of learning
historical data and evolving to the new attack patterns,
which is why they are extremely efficient in dynamic
conditions. Machine learning has already been an
essential tool in cybersecurity, a fundamental system
behavior that is employed in detecting anomalies is to
recognize a potential threat. Chandala et al. provided a
pioneering detailed survey of the anomaly detection
techniques and its significance in detecting unknown
attacks which is not reflected on predefined signatures [2].
Likewise, intrusion detection systems have been
extensively applied using data mining and machine
learning techniques, in which automated network traffic
and malicious activities are classified. As pointed out by
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Buczak and Guven, intrusion detection technologies
based on Al enhance the ability of security systems to
detect more sophisticated cyber attackers with a high
degree of accuracy than the traditional methods [3]. The
use of Al in cybersecurity has been applied at an
unprecedented rate in a number of fields, such as finance,
healthcare, defense and consumer services, where safe
online activities are of utmost importance. Most of the
latest research indicates that Al-based intrusion defense
systems are being developed in the next generation of
consumer applications, which possess robust detection
and response functionality in highly connected
environments [4].

Although it has a transformative potential, the
implementation of Al in cybersecurity creates important
challenges and threats. Although the use of Al provides a
good defense, it also creates new areas of attack, which
can be exploited by the enemy. Cyber attackers continue
to use Al methods to create more evasive malware,
automate phishing attacks and create adversarial inputs
that fool machine learning systems. Moreover, Al systems
can also be prone to manipulation by adversaries, data
poisoning, or model exploitation and it can be questioned
if they can be trusted in their real-world applications. The
risks highlight the dual use aspect associated with Al, in
that technology which is being deployed to enhance
defense can also be deployed by a group of attackers.
Besides this, there are some unaddressed ethical and
governance issues. The deployment of Al-driven
cybersecurity systems is often linked to the extensive
surveillance, mass data collection and decision making
processes, which raises serious questions on the privacy,
transparency, accountability and biasness issues.
Organizations should therefore find the right balance
between the benefits of defense based on Al technology
and the need for responsible and trustful implementation,
particularly as intrusion detection systems based on deep
learning are becoming increasingly popular [5].

The key objectives of this review are to provide an in-
depth discussion on the application of artificial
intelligence in cybersecurity through three interconnected
dimensions, namely, opportunities, risks, and ethics. To
begin with, the review is examining how Al technologies
could be used in the contemporary cyber settings to
improve threat detection, intrusion prevention, malware
analysis, phishing defense and automated incident
response. Second, it will look at the new risks that come
about due to Al-based cybersecurity, such as adversarial
machine learning attacks, weaknesses in Al models, and
weaponization of Al by attackers. Third, it drills into
ethical implications, legal implications and social
implications, emphasizing on the need for governance
frameworks,  explainable ~ Al,  descriptions  of
accountability in security-urgent utilization.

The rest of this paper is arranged as follows. Section 2
describes the background of Al and cybersecurity, such as
main security areas, fundamental Al methods and Al
pipeline utilized in security systems. Section 3 tells about
key Al opportunities in cybersecurity, which are threat
detection, malware and ransomware defence, phishing
defence, automated incident response, predictive security,
and new technologies. Part 4 looks into risks and

challenges such as adversarial machine learning,
weaponization of Al by an attacker, the constraints on
models, the security of deployment and automation bias.
The ethical issues that are considered in Section 5 are
privacy, bias, transparency, accountability, dual use
dilemmas, and regulatory governance. Section 6 provides
a comparative analysis with benchmarking insights and
research gaps to the existing studies. Section 7 identifies
the direction of future research of robust, explainable,
privacy preserving and ethically aligned cybersecurity
systems. Lastly, the paper concludes with Section 8§,
which presents some important conclusions with regard to
sustainable cyber resilience.

2. FOUNDATIONS OF AI AND CYBERSECURITY
2.1 Overview of Cybersecurity Domains

In the digital age, the need for cybersecurity has become
a concern due to high rate of integration of systems, web-
based services and infrastructures that are dependent on
data. The current state of cybersecurity is no longer a
domain of securing independent computer networks, but
rather that of various fields that intersect and complement
each other to sustain the modern digital society. Network
security aims at protecting the communication channels,
tracking of the traffic flows, and identifying the malicious
intrusions that target the organizational networks.
Application security deals with the vulnerabilities of
software systems, web services and mobile applications
that are used by attackers using methods like code
injection and unauthorized access. Due to the popularity
of cloud computing and IoT devices, cloud and IoT
security has become one of the primary concerns because
distributed systems create new attack surfaces and
produce vast amounts of heterogeneous data. Also, the
security of critical infrastructure and cyber-physical
systems has gained more significance, as the attacks
against industrial control systems, smart grids, and
healthcare platforms may lead to not only data breach but
also physical interruption. Table 1 summarizes these key
areas of cybersecurity, the common threats in each, and
the defense strategies that Al can implement to protect
against them. Attack detection techniques built using deep
learning have been of interest in these settings since they
are capable of modeling complex behavior and detecting
subtle anomalies that are not detectable by conventional
defenses [5]. Such safety-critical settings also require
explainability because the analysts need to have
confidence and understanding of Al-driven decisions [6].

Table 1. Cybersecurity domains, common threats, and
Al-based defense techniques

Cybersecurity | Common Al  Techniques
Domain Threats and | Applied
Attacks
Network Intrusions, ML-based
Security DDoS, traffic | anomaly
anomalies detection, DL-
based IDS
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Application Code ML vulnerability
Security injection, prediction, NLP-
privilege based log
escalation analysis
Cloud and IoT | Distributed Federated
Security attacks, learning,
device lightweight DL
hijacking models
Critical Industrial Deep learning for
Infrastructure & | sabotage, CPS attack
CPS physical detection, RL-
disruptions based defense

2.2 Artificial Intelligence Techniques

The increase in the complexity of cyber threats has
increased the pace at which artificial intelligence methods
are being used as the foundation of contemporary defense
strategies. Al has shown a great potential in the detection
of threats, malware and automated response. Machine
learning (ML) is a common practice, which uses decision
trees, support vectors machine, clustering, and ensemble
models to label malicious activities and identify abnormal
network traffic patterns. ML-based methods are useful in
the detection of known attack patterns and in the assisting
systems of anomaly detection.

Multi-layer neural networks, known as deep learning (DL)
has also contributed to the development of cybersecurity
since it enables the automatic extraction of features
directly based on raw data, hence eliminating the
necessity of depending on manually developed rules.
Convolutional and recurrent neural networks are
examples of DL architectures that are being used to detect
intrusions, classify malware and monitor cyber-physical
security. It is mentioned in surveys that Al-improved
cybersecurity solutions are based on the combination of
ML and DL to strengthen the threshold to new threats [7].
In addition to ML and DL, reinforcement learning (RL)
has become one of the promising methods of adaptive
cybersecurity defense. Intelligent agents can be trained to
employ the optimal strategies by interacting with dynamic
environments by RL, which can be used in automated
intrusion response and adaptive security configuration.
Natural language processing (NLP) is also significant,
especially in the detection of phishing attacks, threat
intelligence reports analysis, and the determination of
malicious communication patterns. Artificial intelligence
has been particularly useful in the context of ransomware,
which is one of the most harmful cyber crimes in the
world. Ransomware detection through machine learning
can be used to offer early warning features through the
identification of behavioral and network patterns, which
is beneficial compared to the reactive methods of the past

[8].
2.3 Al Pipeline in Security Systems

The Al models pipeline is so critical to the success of Al
in cybersecurity because it controls how Al models are
created and implemented. The process begins with a
collection of data, which consists of security data of

network logs, intrusion alerts, malware samples and user
activity traces. Due to the imbalanced and high
dimensional nature of cybersecurity data, it is impossible
to learn anything meaningful from it without
preprocessing. The second step is model training, in which
machine learning or deep learning models are trained to
identify benign and malicious actions. The AI models
have the ability to detect attacks, determine malware
families, or detect vulnerabilities. The next step would be
the deployment of models, where the trained models are
deployed into real-life systems, such as intrusion detection
systems or endpoint protection systems. Nonetheless,
cybersecurity environment are dynamic, and to be
accurate and resilient, they need to be monitored and
updated on a regular basis. As an illustration, Al based
malware detection has been demonstrated to be efficient
in detecting zero day threats by analyzing API call
signatures which raises the need to be flexible in Al based
defence mechanism [9].

One of the greatest problems in this pipeline is trust and
transparency. Most deep learning models are black boxes,
which do not give explanations in their predictions. Such
uninterpretability may be a barrier to implementation in
sensitive areas. Explainable artificial intelligence has thus
been critical in enhancing trust and usability of Al-based
cybersecurity operations [6]. Figure 1 represents the
overall process of Al implementation in cybersecurity,
starting with the collection of data and ending with the
constant monitoring. In general, the background of Al and
cybersecurity indicates a meeting of high-level
computational intelligence with the demand of immediate
digital protection, which forms the premises of the
opportunities, threats, and ethical issues in further parts
[10].

Data Collectin ) Preprocessing ) ModelTriinig™)  Deployment %'m:f?:;
£ 57 6. 08,Q0
[__Jiion) 5 &

v 2B a2

Figure 1. Al pipeline in cybersecurity systems.

3. Opportunities of Al in Cybersecurity

Artificial intelligence has turned out to be a transformative
driver in the contemporary cybersecurity, providing
sophisticated solutions in detection, mitigation, and
prevention of more advanced cyber threats. The solutions
based on Al are especially useful since they are capable of
processing large volumes of security data, acquiring
complex attack patterns, and adapting to changing
adversarial behavior. Threat detection is one of the most
important opportunities, and Al can be used to improve
the intrusion detection systems (IDS), anomaly-based
monitoring, and behavioral analytics. Deep learning
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models have shown good potential in identifying
abnormal network activities and stealthy intrusions, which
are typically not identified using traditional signature-
based defense [11].

Malware and ransomware detection is also important with
Al In contrast to traditional methods which are based on
a high dependency on pre-written signatures, Al facilitates
the classification of malware without signatures, through
learning behavioral and structural features of malicious
software. It is particularly required in combating zero-day
malware and rapidly evolving types of ransomware.
According to surveys, Artificial Intelligence (Al) based
approaches can improve early detection of ransomware
and provide proactive actions to prevent its critical impact
before it happens [12].

Phishing and social engineering defense is another
growing area of application as Al models are nowadays
capable of using natural language processing (NLP) to
process suspicious emails, identify fraudulent messages
and isolate malicious URLs. The Al has also been used
for the solving of new emerging threats such as deepfake-
based impersonation attacks, where sophisticated systems
for their detection are required to prevent identity fraud
and misinformation campaigns. The use of Al in
cybersecurity technologies development is advancing at a
rapid pace, especially in the Industry 4.0 where
automation and smart surveillance are critical [13].

In addition to detection, there are great possibilities of
automated incident response using Al. The use of Al for
security orchestration, automation and response (SOA)
systems is growing in prevalence in order to allow for
quicker threat containment with less human intervention,
and to assist with Al-assisted forensic investigation. This
form of automation makes cybersecurity processes more
effective and faster so that organizations can deal with
incidents in real time. Recent research notes that Al-based
automation enhances the threat detection and mitigation
activities in varied cyber environments [14].

Al also facilitates proactive and predictive security, and it
transforms cybersecurity into proactive defense. Machine
learning models can be useful in vulnerability prediction,
analysis of attack patterns, and early detection of system
vulnerabilities before they are exploited. Lastly, Al helps
to secure the new technologies, such as the IoT
ecosystems,  blockchain-based  platforms, 5G/6G
communication networks, and metaverse environments,
all of which present new vulnerabilities and demand
intelligent defense systems.

Table 2 summarizes the key Al applications in
cybersecurity defense, and the entire taxonomy of Al
opportunities is shown in Figure 2.

Table 2. Al applications in cybersecurity defense

attack
detection

Malware/Ransomware | ML, DL Signature-
Detection free
classification
and early
prediction

NLP-based Detection of
models fraudulent
emails  and
social
engineering

Phishing Defense

Incident Response | Al + SOAR Faster
Automation containment
and forensic
support

ML forecasting | Proactive
models vulnerability
and attack
prediction

Predictive Security

Task Al Method | Key Benefit
(ML/DL/NLP)

Intrusion  Detection | Deep Learning, | Real-time
(IDS) ML anomaly and

Al Opportunities
in Cybersecurity

Automated Predictive
Response Security

Figure 2. Taxonomy of Al opportunities in cybersecurity

4. RISKS AND CHALLENGES OF AI 1IN
CYBERSECURITY

Although AI has great potential to be used in
cybersecurity, the implementation of Al-based defense
systems also presents serious threats and issues. Among
the most acute issues is the issue of adversarial machine
learning threats, where the attacker intentionally alters the
work of Al systems to destroy them. Such threats are
evasion attacks, where the malicious inputs are designed
to evade the detection models, and poisoning attacks,
where the adversaries compromise the training datasets to
reduce model performance. Moreover, model inversion
and extraction attacks can help an attacker to re-create
valuable training information or recreate proprietary Al
models, which is a severe threat to confidentiality and
system integrity. These adversarial vulnerabilities
underscore the fact that Al-based security tools should be
made to be robust to prevent being novel sources of
exploitation. Ethical theories like Al4People focus on the
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fact that the dangers of misuse and unintended harm of Al
should be addressed along with the advantages [15].

The other significant problem is that Al can be employed
against cybercriminals. Attackers are actively using Al
technologies to automatize offensive actions and phishing
campaigns based on Al are becoming more common, with
phishing campaigns that replicate human writing styles
and can more easily deceive victims. Automated
generation of exploits is also increasingly possible,
allowing attackers to be able to find vulnerabilities and
produce attack code on a large scale. Moreover, the cyber
fraud, based on deepfakes, is an increasingly dangerous
phenomenon, as the synthetic media is employed in
impersonation, identity theft, and misinformation. Such
malicious uses show that Al is dual-use, and governance
and policy should be applied to guarantee responsible
usage. To reduce these emerging risks, the European
Commission has emphasized the need to develop
trustworthy Al to ensure that the technology is applicable
in security sensitive areas [16].

Another limitation of Al-based cybersecurity systems is
the intrinsic nature of the limitations regarding the model
performance and reliability. False positives and false
negatives are still very widespread phenomena, and
legitimate activities can be classified as attacks or real
intrusions can go unnoticed. The imbalance of data also
makes training the model more difficult because the bad
events tend to be few in contrast with the regular traffic,
and thus, the results of the learning are biased. Also, Al
models can be ineffective against new or evolving attack
patterns because they do not generalize when applied to
new settings. Bostrom and Yudkowsky emphasize that
these technical restrictions are intimately connected to
more general ethical issues, since erroneous Al judgments
can be disastrous in the society [17].

Another essential issue is the security of Al systems per
se. Artificial intelligence (AI) systems used in
cybersecurity systems can be exploited, hacked, or
accessed without authorization. To implement Al in a
secure manner, data pipelines, which are depended on by
the underlying algorithm, should be safeguarded as well.
Further, the question of cybersecurity sovereignty is that
Al-based defense systems are managed by third parties,
and this raises concerns about the national security and
responsibility. Timmers points out that the issues of
sovereignty and ethical responsibility are brought to the
forefront once Al is incorporated into state and
organizational cybersecurity [18].

Lastly, excessive use of Al and automation bias may
decrease human supervision of security operations.
Autonomous defense systems are completely autonomous
and can pose risks when the decisions made by Al are
blindly accepted without expert checks. Table 3 presents
the key risks and challenges of Al in cybersecurity,
whereas Figure 3 shows the adversarial attack surface of
Al-based security systems.

Table 3. Risks and challenges of Al in cybersecurity

Adversarial ML | Evasion, Al defenses
Threats poisoning, model | bypassed or
extraction corrupted
Al as Offensive | Automated Increased
Weapon phishing, exploits, | cybercrime
deepfakes sophistication
Model False alarms, data | Reduced  trust
Limitations imbalance,  poor | and reliability
generalization
Al System | Model tampering, | New attack
Vulnerabilities | insecure surfaces
deployment introduced
Automation Reduced human | Risks in fully
Bias oversight autonomous
defense

Risk Category | Key Challenges Impact

Detection

Atacker  Mnipulaton/ [ Incorec

poisoning LG Deteton/
Response

Figure 3. Adversarial attack surface of Al-based
cybersecurity systems

5.  ETHICAL
CYBERSECURITY

The implementation of artificial intelligence in
cybersecurity does not only involve some of the technical
progress but also poses a lot of ethical concerns that need
management to achieve some form of responsible
implementation. Among the most noticeable issues is a
question of privacy and surveillance. The security systems
based on Al are usually based on the constant surveillance
of the network traffic, user activity, and logs of the
systems to identify anomalies and intrusions. Although
this type of monitoring will improve the protection, it may
be incompatible with the rights of individuals and lead to
the emergence of the issue of over-monitoring and the
possible misuse of personal information. Ethical debates
also underline that the need to balance between the need
to protect security and the need to protect privacy is a
critical issue in Al-based cybersecurity settings [19].

CONCERNS OF Al IN

The other problem is the issue of bias and discrimination
in the Al-based security models. The data used in
cybersecurity might be unbalanced or skewed, which can
contribute to the unfair labelling of threats or
disproportionate attention to particular users, populations,
or arcas. The biased training data may lead to wrong
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predictions because legitimate users may be identified as
threats whereas advanced attackers may escape the
system. Fairness and inclusivity is, therefore, a crucial
aspect of a trustful Al security system. Bryson and
Winfield note that it is crucial to create ethically designed
systems in accordance with standard principles to avoid
unintended harms and make sure that the Al systems are
aligned with the societal values [20].

Major ethical requirements also come in the form of
transparency and explainability. For the majority of deep
learning systems used in cybersecurity, the systems are
black boxes, which make important security decisions
with no apparent justification. Such lack of transparency
reduces the levels of trust and makes accountability
difficult in high stakes environments. Explainable Al
(XAI) is considered as more and more expected to give
understandable answers to why certain instances are
considered malicious. In the absence of transparency,
automated responses may not be justifiable in the
organization, particularly when mistakes are made.
Ethical policy roadmaps point the fact that interpretability
should be a part of Al governance models to promote trust
and control [21].

It has a close relationship with the issue of accountability
and responsibility. In case when the Al systems fail and
produce a false alarm or fail to detect an actual attack, it
is not clear who is liable: the developers, organizations or
end-users. There should be collective accountability by
the involved parties, who must make sure that Al
application in cybersecurity is responsible and legal.
Moreover, the dual-use ethical situation is also essential,
where offensive hacking can be used with defensive Al
tools. The methods of manipulation of adversaries prove
how the Al weaknesses are used by the attackers to avoid
detection, pointing out the ethical issues of misuse and
intensification of the cyber conflict [22].

Last but not least, regulatory and governance issues are
key elements of ethical Al cybersecurity adoption. To
achieve legal use of data, transparency, and
accountability, standards like GDPR and future Al
regulations like the EU Al Act need to be adhered to.
Responsible and safe creation of Al-based defense
systems should be guided by ethical Al frameworks,
therefore. Table 4 and Figure 4 present the key ethical
issues and countermeasures, respectively.

Table 4. Ethical issues and mitigation strategies in Al-
based cybersecurity

Transparency Black-box Explainable Al
intrusion techniques (XAI)
decisions

Accountability | Liability when Al | Clear governance
fails and responsibility
models

Dual-Use Risks | Defensive Al | Secure  design,
reused adversarial
offensively robustness

Ethical Example in | Possible
Concern Cybersecurity Mitigation
Privacy & | Continuous user | Privacy-
Surveillance monitoring preserving Al

data minimization
Bias & | Unfair threat | Balanced

datasets, fairness
auditing

Discrimination | labeling

* Equitable training data
« Mitigation of bias

+ Explainable Al (XAl)
* Clear Al decisions

o o1 .
Accountability Security
=

¢ Clear governance * Robust and resilient design

* Legal compliance « Defense against threats

Figure 4. Responsible Al framework for cybersecurity

6. COMPARATIVE ANALYSIS OF EXISTING
STUDIES

The recent advancements in artificial intelligence in the
field of cybersecurity have resulted in the plethora of
studies discussing threat detection, attack prediction, and
automated response. The current literature can be divided
into three types of Al-driven security models, namely,
detection-based, prediction-based, and response-based
systems. Probably the most studied method is detection-
based, which is concerned with intrusion detection
systems and anomaly detection and malware
identification. Prediction-related solutions are expected to
predict vulnerabilities, attack patterns, or ransomware
spread and disclose it prior to the severe damage.
Response-based models prioritize automation, and Al is
used to help to respond to incidents in real-time and
develop more adaptive defense. Nonetheless, with the
rising threat of using adversarial machine learning by
attackers, there is a need to not only consider the accuracy
of detection, but also the resilience of Al models. Papernot
et al. proved that adversarial samples can be transferred
between various machine learning models, which allows
black-box attacks to overcome Al-based defense
mechanisms and casts doubt on the quality of detection
systems [23].

A Dbasic trade-off between accuracy and robustness
between performance benchmarking across the existing
studies is made clear. Most Al-driven security solutions
are highly accurate on benchmark data sets, but are not
very resistant to adversarial manipulation. Another
important evaluation  dimension  has  become
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explainability, as security analysts need to be able to
interpret the outputs in order to have trust in Al-driven
decisions. Samek et al. added that explainable Al
approaches are important in comprehending deep learning
predictions, especially in safety- and security-wise
applications [24]. Moreover, the importance of robustness
evaluations has been recognized in cybersecurity research
in which attackers can use vulnerabilities in neural
networks with well-designed perturbations. The work by
Carlini and Wagner presented groundbreaking techniques
of estimating the resilience of neural networks to
adversarial attacks, which have been used since to
establish benchmarks on the risks of evaluating secure Al
models [25].

The major limitation of comparative studies is the
excessive use of standard datasets, including NSL-KDD,
CICIDS, and UNSW-NBI15. Although these datasets
allow reproducibility, they might not sufficiently capture
attack diversity in the real world meaning that there is
limited generalization to real-world when models are
applied in the operational environment. Moreover, most
of the studies are more focused on the performance
indicators, including detection rate and accuracy, rather

than on the feasibility of deployment, or scalability, or
ethical considerations. Recent surveys have pointed out
that practical implementation issues such as the provision
of secure integration and continuous adjustment are not
well explored. Chattopadhyay et al. described the field of
Al-based cyber defense in a broad overview and
emphasized the importance of more rigorous
benchmarking  criteria, sound assessment, and
implementation studies [26].

Even though there has been great gains, there are still
major gaps in research. There is still a lack of studies on
real-world deployment, as it is difficult to access
operational cybersecurity data and guarantee privacy
control. Ethical discourse is also not well developed and
most technical researches are often unconcerned with
aspects of bias, accountability and transparency. The way
forward in future research should not be benchmark-based
appraisals but reliable, explicable, and resilient Al
systems tested in natural cybersecurity settings. Table 5
presents in a comparative overview the representative
studies with a focus on Al methods, datasets, performance
focus, and major limitations.

Table 5. Comparison of existing Al-based cybersecurity studies

Author/Year Al Method | Dataset | Performance | Key
Used Focus Limitations
Papernot et al., | Adversarial | Multiple | Transferability | Black-box
2016 ML models of attacks vulnerability
[23]
Samek et al., | Explainable | General | Interpretability | Limited
2021 Al (XAI) DL and trust cybersecurity-
models specific
validation
[24]
Carlini & | Robustness | Neural Adversarial High
Wagner, 2017 | evaluation | networks | robustness computational
benchmarking | complexity
[25]
Chattopadhyay | Al  cyber | CICIDS, | Detection and | Limited real-
etal., 2022 defense NSL- mitigation world
survey KDD overview deployment
studies [26]

7. FUTURE RESEARCH DIRECTIONS

The fast development of artificial intelligence in
cybersecurity has already established a lot of
opportunities, but there are still a lot of unanswered
questions, which drives numerous valuable future
research directions. Among the topmost concerns, there is
the creation of strong and reliable Al security models. The
current machine learning and deep learning systems are

bronetobe adversarial maninulated to exnose the ahilities
T

of detention to vulnerability and reduced accuracy and
reliability. Adversarial robust learning, secure model
training, and resistance to evasion and poisoning attacks
should be addressed in the future. Surveys on intrusion
detection stress the fact that the enhancement of
robustness is the key to the deployment of the Al systems
into the real world where attackers keep developing their
strategies [27]. Moreover, federated learning and other
privacy-friendly methods are also becoming popular,
which allows cooperative model training between

r T
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distributed devices and does not expose sensitive user
information. These methods are specifically applicable in
the context of [oT and cloud security when the compliance
with privacy is the major consideration.

The other significant area of study is explainable and
interpretable Al Although deep learning has
demonstrated good results in cybersecurity tasks, its
black-box character restricts confidence in and usage in
high-stakes defense activities. Future research should
develop frameworks of XAl that are optimized to the field
of cybersecurity, where analysts are able to interpret
model forecasts, justify warnings, and enhance
responsibility. The research on Al issues in cybersecurity
states that interpretability will be the core aspect of
transparency and minimizing the risks of operations
within Al-based systems [28].

The third potential technology is the human-Al
collaboration. Instead of taking the place of cybersecurity
professionals, Al can be used as a helping resource that
will augment human decision-making. The human in the
loop system can use the scalability of Al with expert
intuition to reduce the automation bias and improve the
accuracy of the response. It is one of the most important
collaborative paradigms in challenging environments
such as software-defined networking (SDN) where the
need to adapt Al models to assist analysts in coping with
evolving threats. Ahmed et al. also note that the
implementation of Al and human knowledge is required
to resolve the issue of deployment and achieve practical
security results [29].

Ethical-by-design cybersecurity systems should also be a
priority of future research, in which ethical concerns,
including fairness, privacy, and accountability, are
involved in all stages of the Al lifecycle. An ethical
approach to data collection, training and deployment of
the model and monitoring will enhance against risks of
biased decision making, misuse of surveillance, and
unintended harms. This practice gains greater significance
when Al systems are utilized in sensitive areas that are
related to critical infrastructure and personal data.

Lastly, there is the increased requirement of international
standardization and policy. The international governance
systems, industry best practice, and compliance will be
key elements in responsible adoption of Al. As generative
Al is gaining popularity, there are now additional
challenges that require newer cybersecurity rules and
standardized protection tactics, including Al-based
phishing and fraud enabled by deepfakes. Khan et al.
emphasize that the future of cybersecurity resilience will
rely on the process of balancing technological
development with governance and ethical control in the
age of the generative Al [30].

Figure 5 has shown the roadmap of critical future
directions in Al-driven cybersecurity, which depicts the
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