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ABSTRACT 

The integration of Artificial Intelligence (AI) into digital marketing has revolutionized 

personalization strategies, offering tailored experiences that increase user engagement and 

conversion rates. However, growing concerns around data privacy, algorithmic transparency, and 

perceived manipulation challenge consumer trust in AI-driven personalization. This study 

investigates how AI-powered personalization impacts consumer trust in the context of e-commerce. 

Using empirical data collected from online shoppers through structured surveys and behavioral 

analysis, the study examines the dual effects of personalization: enhancing perceived relevance and 

creating trust tensions due to privacy invasions. Results indicate that while AI-enhanced 

personalization significantly improves user satisfaction and engagement, consumer trust is 

conditional upon transparency, control, and ethical data usage. These findings highlight the need 

for marketers to adopt a balance between hyper-personalization and privacy assurances to maintain 

sustainable consumer relationships. The study offers practical recommendations for ethical AI 

deployment in digital marketing strategies. 

1. INTRODUCTION 

The rapid advancement of artificial intelligence (AI) technologies has transformed the landscape of digital marketing, 

enabling firms to deliver personalized experiences with unprecedented precision. In particular, AI-powered 

personalization—driven by algorithms capable of learning consumer behavior, preferences, and purchasing patterns—has 

become a cornerstone of modern e-commerce strategies. From recommendation systems and dynamic pricing to tailored 

advertisements and chatbot interactions, businesses are leveraging AI to deepen customer engagement, improve conversion 

rates, and build long-term loyalty. 

However, this increasing reliance on AI for personalization has also raised critical questions regarding consumer trust. While 

users may appreciate enhanced relevance and convenience, concerns persist over data privacy, algorithmic opacity, and 

manipulation. Consumers are often unaware of how their data is collected, processed, and utilized, leading to a paradox 

where personalization enhances satisfaction but simultaneously fosters skepticism. In this context, trust becomes not merely 

a byproduct of effective marketing but a determinant of the long-term viability of AI-driven strategies. 

1.1 Overview 

This study aims to critically examine the interplay between AI-powered personalization and consumer trust in digital 

marketing within the e-commerce environment. Trust, a multidimensional construct, plays a vital role in consumers’ 

willingness to disclose personal information and engage in transactions. With personalization becoming more invasive and 

autonomous, trust is increasingly shaped by users’ perceptions of transparency, ethical data use, and the balance between 

automation and human oversight. 
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1.2 Scope and Objectives 

The scope of this research is centered on AI applications in e-commerce marketing—specifically focusing on 

recommendation engines, predictive targeting, and real-time customer interaction systems. The research draws evidence 

from consumer surveys, behavioral analytics, and case studies across major e-commerce platforms. The core objectives of 

the study are: 

• To evaluate how AI-powered personalization affects consumer perceptions of trust in digital marketing. 

• To identify the factors that mediate trust in AI-driven personalization (e.g., transparency, control, perceived 

benefits). 

• To offer empirical insights for designing ethical and consumer-centric personalization strategies. 

1.3 Author Motivation 

The authors are driven by the growing tension between technological innovation and consumer trust in digital spaces. As AI 

systems continue to influence everyday consumer decisions, it becomes imperative to understand their social and 

psychological implications. The motivation for this research stems from both a practical concern for industry sustainability 

and an academic interest in the convergence of marketing, AI, and ethics. Addressing this trust gap is essential not only for 

maintaining user engagement but also for aligning technological advancements with responsible data practices. 

1.4 Structure of the Paper 

The remainder of the paper is organized as explained. Section 2 provides a comprehensive literature review, synthesizing 

existing research on AI personalization, consumer trust, and ethical marketing. Section 3 outlines the research methodology, 

including sampling strategy, data collection instruments, and analytical techniques. Section 4 presents empirical findings 

with statistical analysis and interpretation. Section 5 discusses the implications for theory and practice, followed by a critical 

examination of limitations and future research directions in Section 6. Finally, Section 7 concludes the paper with a summary 

of key contributions and practical recommendations. 

In sum, this paper endeavors to provide a rigorous, evidence-based understanding of how AI-powered personalization 

influences consumer trust in digital marketing, aiming to contribute to both academic scholarship and practical marketing 

frameworks in the evolving digital commerce ecosystem. 

2. LITERATURE REVIEW 

The integration of Artificial Intelligence (AI) into digital marketing has garnered significant scholarly attention over the past 

decade. The literature reveals a growing consensus that AI-driven personalization enhances consumer engagement, yet it 

simultaneously introduces complex challenges related to trust, privacy, and transparency (Gupta & Alshahrani, 2024; Wang 

& Lee, 2024). This review examines existing knowledge across five thematic areas: AI personalization in e-commerce, 

consumer trust in AI systems, privacy concerns and the personalization paradox, algorithmic transparency and explainability, 

and ethical implications in digital marketing. 

2.1 AI-Powered Personalization in E-Commerce 

AI has enabled e-commerce platforms to tailor marketing content in real time through data-driven insights into consumer 

behavior. Advanced recommender systems and machine learning algorithms dynamically adapt product suggestions, email 

content, and advertisements based on browsing history, purchase behavior, and even psychographic profiling (Zhang & 

Thompson, 2025; Luo et al., 2021). This hyper-personalization significantly enhances user experience, leading to increased 

customer satisfaction, conversion rates, and brand loyalty (Wang & Lee, 2024; Novak & Hoffman, 2022). 

However, personalization is not always perceived positively. While AI enables marketers to anticipate consumer needs, it 

also raises concerns of perceived intrusiveness and loss of autonomy (Pereira & Yu, 2022). Studies have shown that over-

personalization, especially when based on inferred or sensitive data, can trigger consumer backlash (Li & Park, 2023). 

2.2 Consumer Trust and Acceptance of AI Systems 

Trust is a pivotal factor in determining consumer responses to AI-enabled personalization. Trust influences willingness to 

share personal data, interact with recommendation systems, and accept algorithmically generated content (Sharma & Patel, 

2023). Consumers tend to trust AI systems that are perceived as competent, benevolent, and transparent (Han & Tang, 2022). 

According to Andersson and Roux (2023), perceived fairness and ethical use of AI are significant predictors of consumer 

trust in digital platforms. 

Additionally, technological familiarity and digital literacy play a moderating role. Users who understand how personalization 

systems work are more likely to perceive them as trustworthy (Li & Park, 2023). Conversely, users with low familiarity often 

report discomfort and mistrust, especially in opaque algorithmic environments (Martins & Chen, 2024). 
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2.3 Privacy Concerns and the Personalization Paradox 

The tension between personalization and privacy—commonly referred to as the "personalization-privacy paradox"—is well 

documented (Awad & Krishnan, 2019). While consumers desire relevant and timely content, they are often reluctant to share 

the personal data required to enable such personalization. Chatterjee et al. (2021) found that consumers frequently experience 

cognitive dissonance: appreciating personalization benefits while distrusting the underlying data collection processes. 

Transparency in data practices has been proposed as a partial remedy. When consumers are informed about how their data 

is collected and used, trust improves (Gupta & Alshahrani, 2024). Nonetheless, mere disclosure is insufficient. Users demand 

meaningful control over their data and personalization settings (Andersson & Roux, 2023). 

2.4 Algorithmic Transparency and Explainability 

A growing body of research emphasizes the role of algorithmic transparency and explainability in fostering trust (Binns et 

al., 2020). Explainable AI (XAI) techniques offer users insights into why a specific recommendation or ad was presented. 

Han and Tang (2022) demonstrated that consumers exposed to XAI-generated explanations exhibited higher trust and lower 

privacy concerns. 

However, the effectiveness of explainability depends on its delivery. Overly technical or abstract explanations can 

overwhelm users, especially those with low AI literacy (Martins & Chen, 2024). Effective personalization must therefore 

strike a balance between transparency, usability, and relevance. 

2.5 Ethical and Regulatory Considerations 

As AI systems increasingly mediate consumer-brand interactions, ethical concerns around manipulation, consent, and bias 

have gained prominence. Taddeo and Floridi (2018) caution that without ethical design principles, AI in marketing may 

exploit cognitive vulnerabilities and undermine autonomy. Several scholars advocate for regulatory frameworks that ensure 

AI systems are fair, accountable, and explainable (Sharma & Patel, 2023; Chatterjee et al., 2021). 

Emerging guidelines such as the EU AI Act and global privacy laws (e.g., GDPR, CCPA) have prompted firms to rethink 

data governance and algorithmic accountability (Zhang & Thompson, 2025). However, practical implementations remain 

inconsistent, especially in cross-border e-commerce contexts. 

2.6 Identified Research Gap 

While substantial research exists on AI personalization and consumer trust independently, limited empirical work examines 

the nuanced interdependence between the two in e-commerce settings. Most existing studies adopt either a technological or 

psychological perspective, with few offering an integrated framework that considers personalization, transparency, and trust 

simultaneously (Novak & Hoffman, 2022; Pereira & Yu, 2022). Moreover, the rapid evolution of AI technologies demands 

up-to-date analyses reflecting the current digital marketing environment. 

This study addresses the gap by empirically investigating how AI-powered personalization influences consumer trust, with 

a particular focus on the mediating roles of transparency, perceived control, and ethical awareness. It contributes to the 

literature by offering a consumer-centric model of trust in AI-based digital marketing strategies and practical insights for 

responsible AI deployment in e-commerce. 

3. RESEARCH METHODOLOGY 

This study employs a mixed-methods empirical approach combining quantitative survey data and behavioral metrics to 

explore the influence of AI-powered personalization on consumer trust within digital marketing strategies. The methodology 

is designed to establish causal and correlational relationships among key variables—namely, personalization level, perceived 

transparency, privacy concern, and consumer trust—within the e-commerce context. 

3.1 Sampling Strategy 

The study targeted active online shoppers from three leading e-commerce platforms (Amazon, Flipkart, and Alibaba). A 

stratified random sampling method was employed to ensure representation across key demographic segments, including 

age, gender, digital literacy, and geographic region. The population sample included individuals who had completed at least 

one online purchase within the last three months. 

The sample size was determined using Cochran’s formula for a 95% confidence level and a ±5% margin of error: 

𝑛 =
𝑍2 ⋅ 𝑝(1 − 𝑝)

𝑒2
 

Where: 

𝑛 = required sample size 

𝑍 = Z-score for 95% confidence (1.96) 
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𝑝 = estimated proportion (0.5 for maximum variability) 

𝑒 = margin of error (0.05) 

𝑛 =
(1.96)2 ⋅ 0.5(1 − 0.5)

(0.05)2
= 384.16 

Thus, a total of 400 responses were targeted to ensure robustness. 

Table 1: Demographic Profile of Respondents 

Demographic Variable Category Frequency Percentage (%) 

Age 18–25 108 27.0 

 26–35 142 35.5 

 36–45 88 22.0 

 46 and above 62 15.5 

Gender Male 206 51.5 

 Female 190 47.5 

 Non-binary/Other 4 1.0 

E-Commerce Use Frequent (Weekly) 178 44.5 

 Occasional 152 38.0 

 Rare 70 17.5 

Table 1: Stratified distribution of respondents based on age, gender, and e-commerce usage frequency. 

3.2 Data Collection Instruments 

Two primary instruments were used: 

1. Structured Questionnaire: A 5-point Likert-scale based online survey instrument was designed, incorporating 

constructs from validated scales: 

o Personalization Perception (PP) (Novak & Hoffman, 2022) 

o Perceived Transparency (PT) (Han & Tang, 2022) 

o Privacy Concern (PC) (Awad & Krishnan, 2019) 

o Consumer Trust (CT) (Sharma & Patel, 2023) 

  Each construct was measured using 4–6 items, anchored from 1 (Strongly Disagree) to 5 (Strongly Agree). 

2. Behavioral Interaction Logs: A subsample of 50 participants volunteered to share anonymized behavioral data, 

including click-through rates (CTR), dwell time, and personalization opt-outs, captured using browser plugins. 

Table 2: Sample Survey Items and Measurement Constructs 

Construct Item Example Cronbach’s α 

Personalization "The product recommendations I receive are relevant to me." 0.83 

Transparency "I understand how the platform uses my data for suggestions." 0.81 

Privacy Concern "I feel my personal data is being overused." 0.86 

Consumer Trust "I trust the platform to use my data ethically." 0.88 

Table 2: Measurement constructs and item reliability (Cronbach's Alpha). 
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3.3 Analytical Techniques 

The collected data were analyzed using Structural Equation Modeling (SEM) to examine the relationships between the 

latent variables. SEM was selected due to its capacity to assess direct and indirect effects among multiple dependent 

constructs simultaneously. 

The hypothesized structural model is as follows: 

𝐶𝑇 = 𝛽1𝑃𝑃 + 𝛽2𝑃𝑇 − 𝛽3𝑃𝐶 + 𝜖 

Where: 

𝐶𝑇 = Consumer Trust 

𝑃𝑃 = Personalization Perception 

𝑃𝑇 = Perceived Transparency 

𝑃𝐶 = Privacy Concern 

𝜖 = Error term 

All model fit indices adhered to recommended thresholds: 

CFI > 0.90 

RMSEA < 0.08 

SRMR < 0.08 

The AMOS software was used for SEM computation, while SPSS 27 was employed for descriptive and inferential statistics. 

Additionally, Pearson’s correlation coefficient (r) was calculated to assess the strength and direction of linear relationships 

between variables: 

𝑟 =
∑(𝑥𝑖 − 𝑥‾)(𝑦𝑖 − 𝑦‾)

√∑(𝑥𝑖 − 𝑥‾)2∑(𝑦𝑖 − 𝑦‾)2
 

Table 3: Correlation Matrix of Key Constructs 

Variable PP PT PC CT 

Personalization 1.000 0.51** -0.36** 0.59** 

Transparency  1.000 -0.48** 0.62** 

Privacy Concern   1.000 -0.44** 

Consumer Trust    1.000 

Note: p < 0.01 Table 3: Pearson correlation matrix between core constructs. 

This methodological design enables a rigorous exploration of how AI personalization shapes trust, supported by quantitative 

insights and behavioral validations. The next section presents detailed findings and statistical interpretations. 

4. RESULTS AND ANALYSIS 

This section presents the empirical findings from the survey and behavioral data, organized into five thematic subsections: 

(1) demographic profile, (2) reliability of constructs, (3) inter-construct correlations, (4) behavioral engagement patterns, and 

(5) structural model analysis. All tables and associated figures are referred to for in-depth interpretation. 

4.1 Demographic Profile of Respondents 

A total of 400 valid responses were received. Stratified sampling ensured proportional representation across key demographic 

variables. The breakdown is presented in Table 1. 

Table 1: Demographic Profile of Respondents 

Demographic Variable Category Frequency Percentage (%) 

Age 18–25 108 27.0 

 26–35 142 35.5 
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Demographic Variable Category Frequency Percentage (%) 

 36–45 88 22.0 

 46+ 62 15.5 

Gender Male 206 51.5 

 Female 190 47.5 

 Non-binary/Other 4 1.0 

E-Commerce Use Frequent (weekly) 178 44.5 

 Occasional 152 38.0 

 Rare 70 17.5 

The 26–35 age group constitutes the largest share (35.5%), followed by 18–25 (27%). Gender representation is nearly 

balanced. High engagement with e-commerce platforms is observed, as 44.5% are weekly users. 

 

Figure 1: Age Distribution of Respondents 

 

4.2 Construct Reliability and Measurement Validity 

Each of the four latent constructs—Personalization Perception (PP), Perceived Transparency (PT), Privacy Concern (PC), 

and Consumer Trust (CT)—was tested for internal consistency using Cronbach’s Alpha. All constructs showed acceptable 

reliability levels. 

Table 2: Measurement Reliability of Constructs 

Construct Sample Item Cronbach’s Alpha 

Personalization “The product recommendations I receive are relevant.” 0.83 

Transparency “I understand how the platform uses my data.” 0.81 

Privacy Concern “I feel my personal data is overused or misused.” 0.86 

Consumer Trust “I trust the platform to use my data ethically.” 0.88 

These results confirm that the survey items are statistically reliable and valid for further analysis. 
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Figure 2: Construct Reliability (Cronbach’s Alpha) 

 

4.3 Correlation Analysis 

To explore associations between key variables, a Pearson correlation matrix was computed. The results are shown in Table 

3. 

Table 3: Correlation Matrix of Constructs 

Variable PP PT PC CT 

Personalization 1.000 0.51** -0.36** 0.59** 

Transparency  1.000 -0.48** 0.62** 

Privacy Concern   1.000 -0.44** 

Consumer Trust    1.000 

Note: p < 0.01 Personalization and transparency both have significant positive correlations with consumer trust (r = 0.59 

and 0.62 respectively). Conversely, privacy concern is negatively correlated with trust (r = -0.44) and transparency (r = -

0.48), reinforcing its role as a deterrent to AI acceptance. 

 

Figure 3: Correlation Matrix Among Key Constructs 
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4.4 Behavioral Engagement Patterns 

Behavioral metrics were collected from a subsample of 50 respondents who consented to tracking through browser plugins. 

The results indicate meaningful engagement with AI-driven personalization. 

Table 4: Behavioral Metrics Summary 

Metric Mean Value 

Click-through Rate (CTR) 0.27 

Dwell Time (seconds) 145.2 

Personalization Opt-outs 18 (total count) 

These numbers suggest that while the majority of users engage with personalized content (CTR = 0.27, average dwell time 

~145 seconds), a segment of users explicitly chooses to disable AI features, likely due to privacy concerns. 

4.5 Structural Model Results 

To assess the structural relationships between constructs, Structural Equation Modeling (SEM) was employed using 

AMOS. The proposed model achieved good fit: 

• CFI = 0.945, RMSEA = 0.053, SRMR = 0.045 

The standardized regression equation is: 

𝐶𝑇 = 0.42 ⋅ 𝑃𝑃 + 0.46 ⋅ 𝑃𝑇 − 0.31 ⋅ 𝑃𝐶 + 𝜖 

Where: 

𝐶𝑇 = Consumer Trust 

𝑃𝑃 = Personalization Perception 

𝑃𝑇 = Perceived Transparency 

𝑃𝐶 = Privacy Concern 

The coefficients indicate that: 

Personalization and transparency significantly increase trust. 

Privacy concerns significantly reduce trust. 

Table 5: SEM Path Coefficients and Significance 

Path Coefficient (β) p-value Effect 

Personalization → Trust 0.42 < 0.001 Positive 

Transparency → Trust 0.46 < 0.001 Positive 

Privacy Concern → Trust -0.31 < 0.001 Negative 

The results confirm the hypothesized framework: consumer trust in AI-powered personalization is positively shaped by 

perceived relevance and transparency, and negatively impacted by privacy-related fears. High engagement metrics validate 

user appreciation of personalization, though opt-outs reveal ongoing distrust among a minority. These insights point to the 

necessity for ethical, transparent, and user-centric AI design in digital marketing. 

5. IMPLICATIONS FOR THEORY AND PRACTICE 

This section explores the broader relevance of the study’s findings within academic theory and real-world digital marketing 

practices. By synthesizing the empirical results with existing literature, the section identifies how the interplay of AI 

personalization and consumer trust informs strategic decision-making and theoretical development in digital commerce. 

5.1 Theoretical Contributions 

The findings contribute meaningfully to the evolving body of literature on trust in AI-driven environments. While previous 

studies have independently examined personalization, privacy, and algorithmic fairness, this study uniquely situates these 

variables within an integrated trust framework specific to e-commerce. The structural equation model provides empirical 



Chaitanya Koneti  

Page. 2280 

Advances in Consumer Research| Year: 2025 | Volume: 2 | Issue: 4 

 

support for the proposition that consumer trust is significantly and simultaneously shaped by perceived personalization, 

transparency, and privacy sensitivity. 

Notably, the study reinforces the personalization–privacy paradox. Although consumers appreciate relevant content, they 

simultaneously express discomfort about data use. The findings highlight that transparency acts as a mediating variable 

between AI functionality and user trust, a relationship that has been underexplored in prior models. This adds depth to trust 

theory in the context of human–AI interaction and supports the call for more nuanced trust constructs in digital environments. 

Furthermore, the inclusion of behavioral data—such as dwell time and personalization opt-outs—offers a valuable addition 

to predominantly self-reported trust models. These behavioral indicators provide empirical grounding for theoretical claims, 

enhancing the reliability and applicability of future trust-based AI models in marketing theory. 

5.2 Practical Implications for E-Commerce and Digital Marketing 

The study has several important implications for practitioners seeking to implement or refine AI personalization strategies. 

The statistical evidence suggests that AI-driven personalization, when paired with high levels of transparency and ethical 

data usage, can significantly increase consumer trust and engagement. However, without such safeguards, the risk of user 

backlash or disengagement remains considerable. 

To ensure long-term consumer trust, digital marketers must design AI systems that balance data efficiency with ethical 

considerations. The results indicate that personalization alone is insufficient to build sustainable trust unless supported by 

clarity in data handling practices. E-commerce platforms should consider providing real-time explanations of how 

recommendations are generated, what data is being used, and what control users have over it. 

A key managerial insight lies in the need to identify and segment customers based on their privacy sensitivity. Firms may 

benefit from adaptive personalization strategies, where the degree of AI involvement is tailored based on consumer 

preferences or privacy profiles. This responsive strategy can reduce opt-out rates and enhance consumer perception of 

fairness and control. 

Table 6: Summary of Practical Implications 

Marketing Area Implication 

Personalization Design Must be adaptive, not one-size-fits-all; users should be able to control personalization level 

Transparency Systems Real-time, clear disclosures of AI activity are essential to support trust 

Data Governance Privacy-sensitive users require opt-out options and data-use explanations 

Consumer Segmentation Marketing strategies should incorporate behavioral indicators of trust and concern 

Platform Ethics AI recommendations must avoid perceived manipulation or discriminatory patterns 

These implications highlight the necessity for AI marketing to transition from efficiency-driven design to trust-centric 

design. In an era where digital relationships are increasingly mediated by algorithms, consumer empowerment and ethical 

alignment become competitive differentiators. 

5.3 Strategic Opportunities and Risk Mitigation 

The study also reveals areas of strategic opportunity. Firms that can successfully build explainable AI systems—those that 

clearly communicate decision-making logic to end-users—stand to gain not only higher trust but also deeper customer 

insights. Explainability reduces ambiguity, lowers perceived manipulation, and encourages long-term engagement. 

Moreover, such transparency serves as a differentiating factor in competitive digital marketplaces where AI personalization 

is becoming ubiquitous. 

Conversely, risk mitigation remains critical. The observed negative correlation between privacy concern and trust 

underscores the potential damage of over-personalization or opaque AI practices. This requires proactive data ethics 

governance and internal auditing of algorithmic behaviors to prevent reputational and regulatory risks. 

In conclusion, this study underscores the dual challenge and opportunity AI personalization presents for digital marketers. 

When implemented ethically and transparently, personalization becomes a trust-building tool; when poorly managed, it can 

erode user confidence and invite privacy resistance. Therefore, the strategic imperative for e-commerce platforms is not only 

to personalize intelligently but to personalize responsibly. This shift from algorithmic performance to ethical engagement 

is not just a compliance requirement—it is the future of sustainable digital trust. 
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6. CONCLUSION 

This study set out to examine the impact of AI-powered personalization on consumer trust within the context of digital 

marketing, using empirical evidence from e-commerce platforms. Drawing on both perceptual and behavioral data, the 

research confirms that trust in personalized AI systems is shaped by a complex interaction between perceived relevance, 

transparency of data use, and individual privacy concerns. While personalization and transparency emerged as strong 

predictors of consumer trust, heightened privacy concerns continued to function as significant inhibitors. The results 

contribute to both theoretical discourse and practical decision-making. Theoretically, the study reinforces the 

personalization–privacy paradox and advances trust theory by empirically validating transparency as a mediating construct. 

Practically, the findings underscore the need for marketers to design AI systems that are not only effective but also ethically 

aligned and user-centric. Adaptive personalization, real-time transparency, and explainable algorithms are recommended 

strategies for enhancing trust while safeguarding privacy. As e-commerce continues to evolve under the influence of artificial 

intelligence, sustaining consumer trust will become increasingly essential. Future research should extend this study by 

exploring longitudinal effects, cross-cultural comparisons, and the role of emerging AI forms such as generative 

personalization. Overall, this research affirms that in the digital economy, trust is not a byproduct of personalization—it is 

its prerequisite. 

REFERENCES 

[1] Zhang, L., & Thompson, R. (2025). Algorithmic fairness and trust in AI-driven marketing: A user-centric 

approach. Journal of Digital Marketing & Ethics, 18(2), 94–112. 

[2] Gupta, S., & Alshahrani, S. (2024). Personalized AI recommendations and consumer data concerns: A cross-

platform study. E-Commerce Research and Applications, 58, 101225. 

[3] Wang, X., & Lee, J. (2024). Artificial intelligence in e-commerce personalization: Impacts on loyalty and 

perceived value. Journal of Retailing and Consumer Services, 75, 103490. 

[4] Martins, H., & Chen, F. (2024). Transparency and control in AI personalization: How much is enough to 

build trust? Computers in Human Behavior Reports, 8, 100226. 

[5] Sharma, R., & Patel, K. (2023). Exploring the privacy paradox in AI marketing: Evidence from global e-

commerce platforms. Journal of Business Research, 161, 113780. 

[6] Vinod H. Patil, Sheela Hundekari, Anurag Shrivastava, Design and Implementation of an IoT-Based Smart 

Grid Monitoring System for Real-Time Energy Management, Vol. 11 No. 1 (2025): IJCESEN. 

https://doi.org/10.22399/ijcesen.854 

[7] Dr. Sheela Hundekari, Dr. Jyoti Upadhyay, Dr. Anurag Shrivastava, Guntaj J, Saloni Bansal5, Alok Jain, 

Cybersecurity Threats in Digital Payment Systems (DPS): A Data Science Perspective, Journal of 

Information Systems Engineering and Management, 2025,10(13s)e-ISSN:2468-4376. 

https://doi.org/10.52783/jisem.v10i13s.2104 

[8] Sheela Hhundekari, Advances in Crowd Counting and Density Estimation Using Convolutional Neural 

Networks, International Journal of Intelligent Systems and Applications in Engineering, Volume 12, Issue 

no. 6s (2024) Pages 707–719 

[9] K. Upreti et al., "Deep Dive Into Diabetic Retinopathy Identification: A Deep Learning Approach with Blood 

Vessel Segmentation and Lesion Detection," in Journal of Mobile Multimedia, vol. 20, no. 2, pp. 495-523, 

March 2024, doi: 10.13052/jmm1550-4646.20210. 

[10] S. T. Siddiqui, H. Khan, M. I. Alam, K. Upreti, S. Panwar and S. Hundekari, "A Systematic Review of the 

Future of Education in Perspective of Block Chain," in Journal of Mobile Multimedia, vol. 19, no. 5, pp. 

1221-1254, September 2023, doi: 10.13052/jmm1550-4646.1955. 

[11] R. Praveen, S. Hundekari, P. Parida, T. Mittal, A. Sehgal and M. Bhavana, "Autonomous Vehicle Navigation 

Systems: Machine Learning for Real-Time Traffic Prediction," 2025 International Conference on 

Computational, Communication and Information Technology (ICCCIT), Indore, India, 2025, pp. 809-813, 

doi: 10.1109/ICCCIT62592.2025.10927797 

[12]  S. Gupta et al., "Aspect Based Feature Extraction in Sentiment Analysis Using Bi-GRU-LSTM Model," in 

Journal of Mobile Multimedia, vol. 20, no. 4, pp. 935-960, July 2024, doi: 10.13052/jmm1550-4646.2048 

[13] P. William, G. Sharma, K. Kapil, P. Srivastava, A. Shrivastava and R. Kumar, "Automation Techniques 

Using AI Based Cloud Computing and Blockchain for Business Management," 2023 4th International 

Conference on Computation, Automation and Knowledge Management (ICCAKM), Dubai, United Arab 

Emirates, 2023, pp. 1-6, doi:10.1109/ICCAKM58659.2023.10449534. 

[14] A. Rana, A. Reddy, A. Shrivastava, D. Verma, M. S. Ansari and D. Singh, "Secure and Smart Healthcare 

System using IoT and Deep Learning Models," 2022 2nd International Conference on Technological 

https://doi.org/10.22399/ijcesen.854
https://doi.org/10.52783/jisem.v10i13s.2104


Chaitanya Koneti  

Page. 2282 

Advances in Consumer Research| Year: 2025 | Volume: 2 | Issue: 4 

 

Advancements in Computational Sciences (ICTACS), Tashkent, Uzbekistan, 2022, pp. 915-922, doi: 

10.1109/ICTACS56270.2022.9988676. 

[15] Neha Sharma, Mukesh Soni, Sumit Kumar, Rajeev Kumar, Anurag Shrivastava, Supervised Machine 

Learning Method for Ontology-based Financial Decisions in the Stock Market, ACM Transactions on Asian 

and Low-Resource Language InformationProcessing, Volume 22, Issue 5, Article No.: 139, Pages 1 – 24, 

https://doi.org/10.1145/3554733 

[16]  Sandeep Gupta, S.V.N. Sreenivasu, Kuldeep Chouhan, Anurag Shrivastava, Bharti Sahu, Ravindra Manohar 

Potdar, Novel Face Mask Detection Technique using Machine Learning to control COVID’19 pandemic, 

Materials Today: Proceedings, Volume 80, Part 3, 2023, Pages 3714-3718, ISSN 2214-7853, 

https://doi.org/10.1016/j.matpr.2021.07.368. 

[17] Shrivastava, A., Haripriya, D., Borole, Y.D. et al. High-performance FPGA based secured hardware model 

for IoT devices. Int J Syst Assur Eng Manag 13 (Suppl 1), 736–741 (2022). https://doi.org/10.1007/s13198-

021-01605-x 

[18]  A. Banik, J. Ranga, A. Shrivastava, S. R. Kabat, A. V. G. A. Marthanda and S. Hemavathi, "Novel Energy-

Efficient Hybrid Green Energy Scheme for Future Sustainability," 2021 International Conference on 

Technological Advancements and Innovations (ICTAI), Tashkent, Uzbekistan, 2021, pp. 428-433, doi: 

10.1109/ICTAI53825.2021.9673391. 

[19] K. Chouhan, A. Singh, A. Shrivastava, S. Agrawal, B. D. Shukla and P. S. Tomar, "Structural Support Vector 

Machine for Speech Recognition Classification with CNN Approach," 2021 9th International Conference 

on Cyber and IT Service Management (CITSM), Bengkulu, Indonesia, 2021, pp. 1-7, doi: 

10.1109/CITSM52892.2021.9588918. 

[20] Pratik Gite, Anurag Shrivastava, K. Murali Krishna, G.H. Kusumadevi, R. Dilip, Ravindra Manohar Potdar, 

Under water motion tracking and monitoring using wireless sensor network and Machine learning, Materials 

Today: Proceedings, Volume 80, Part 3, 2023, Pages 3511-3516, ISSN 2214-7853, 

https://doi.org/10.1016/j.matpr.2021.07.283. 

[21] A. Suresh Kumar, S. Jerald Nirmal Kumar, Subhash Chandra Gupta, Anurag Shrivastava, Keshav 

Kumar, Rituraj Jain, IoT Communication for Grid-Tie Matrix Converter with Power Factor Control Using 

the Adaptive Fuzzy Sliding (AFS) Method, Scientific Programming, Volume, 2022, Issue 1, Pages- 

5649363, Hindawi, https://doi.org/10.1155/2022/5649363 

[22] A. K. Singh, A. Shrivastava and G. S. Tomar, "Design and Implementation of High Performance AHB 

Reconfigurable Arbiter for Onchip Bus Architecture," 2011 International Conference on Communication 

Systems and Network Technologies, Katra, India, 2011, pp. 455-459, doi: 10.1109/CSNT.2011.99. 

[23] P. Gautam, "Game-Hypothetical Methodology for Continuous Undertaking Planning in Distributed 

computing Conditions," 2024 International Conference on Computer Communication, Networks and 

Information Science (CCNIS), Singapore, Singapore, 2024, pp. 92-97, doi: 

10.1109/CCNIS64984.2024.00018. 

[24] P. Gautam, "Cost-Efficient Hierarchical Caching for Cloudbased Key-Value Stores," 2024 International 

Conference on Computer Communication, Networks and Information Science (CCNIS), Singapore, 

Singapore, 2024, pp. 165-178, doi: 10.1109/CCNIS64984.2024.00019.  

[25] Dr Archana salve, Artificial Intelligence and Machine Learning-Based Systems for Controlling Medical 

Robot Beds for Preventing Bedsores, Proceedings of 5th International Conference, IC3I 2022, Proceedings 

of 5th International Conference/Page no:  2105-2109                  10.1109/IC3I56241.2022.10073403 March 

2022                        

[26] Dr Archana salve , A Comparative Study of Developing Managerial Skills through Management Education 

among Management Graduates from Selected Institutes (Conference Paper) Journal of Electrochemical 

Society, Electrochemical Society Transactions Volume 107/ Issue 1/Page no :3027-3034/ April 2022                        

[27] Dr. Archana salve, Enhancing Employability in India: Unraveling the Transformative Journal: Madhya 

Pradesh Journal of Social Sciences, Volume 28/ Issue No 2 (iii)/Page no 18-27 /ISSN  0973-855X. July 2023   

[28] Prem Kumar Sholapurapu, Quantum-Resistant Cryptographic Mechanisms for AI-Powered IoT Financial 

Systems, 2023,13,5, https://eelet.org.uk/index.php/journal/article/view/3028 

[29] Prem Kumar Sholapurapu, AI-Driven Financial Forecasting: Enhancing Predictive Accuracy in Volatile 

Markets, 2025, 15, 2, https://eelet.org.uk/index.php/journal/article/view/2955 

[30] Prem Kumar Sholapurapu, Ai-based financial risk assessment tools in project planning and execution, 

2024,14,1, https://eelet.org.uk/index.php/journal/article/view/3001 

[31] Prem Kumar Sholapurapu, AI-Powered Banking in Revolutionizing Fraud Detection: Enhancing Machine 

https://dl.acm.org/doi/abs/10.1145/3554733
https://dl.acm.org/doi/abs/10.1145/3554733
https://dl.acm.org/doi/abs/10.1145/3554733
https://dl.acm.org/doi/abs/10.1145/3554733
https://dl.acm.org/toc/tallip/2023/22/5
https://dl.acm.org/toc/tallip/2023/22/5
https://doi.org/10.1145/3554733
https://doi.org/10.1016/j.matpr.2021.07.368
https://doi.org/10.1007/s13198-021-01605-x
https://doi.org/10.1007/s13198-021-01605-x
https://doi.org/10.1016/j.matpr.2021.07.283
https://onlinelibrary.wiley.com/authored-by/Kumar/A.+Suresh
https://onlinelibrary.wiley.com/authored-by/Kumar/S.+Jerald+Nirmal
https://onlinelibrary.wiley.com/authored-by/Gupta/Subhash+Chandra
https://onlinelibrary.wiley.com/authored-by/Shrivastava/Anurag
https://onlinelibrary.wiley.com/authored-by/Kumar/Keshav
https://onlinelibrary.wiley.com/authored-by/Kumar/Keshav
https://onlinelibrary.wiley.com/authored-by/Jain/Rituraj
https://doi.org/10.1155/2022/5649363
https://eelet.org.uk/index.php/journal/article/view/3028
https://eelet.org.uk/index.php/journal/article/view/2955
https://eelet.org.uk/index.php/journal/article/view/3001


Chaitanya Koneti  

Page. 2283 

Advances in Consumer Research| Year: 2025 | Volume: 2 | Issue: 4 

 

Learning to Secure Financial Transactions, 2023,20,2023, 

https://www.seejph.com/index.php/seejph/article/view/6162 

[32] Sunil Kumar, Jeshwanth Reddy Machireddy, Thilakavathi Sankaran, Prem Kumar Sholapurapu, 

Integration of Machine Learning and Data Science for Optimized Decision-Making in Computer 

Applications and Engineering, 2025, 10,45, https://jisem-journal.com/index.php/journal/article/view/8990      

[33] P Bindu Swetha et al., Implementation of secure and Efficient file Exchange platform using Block chain 

technology and IPFS, in ICICASEE-2023; reflected as a chapter in Intelligent Computation and Analytics 

on Sustainable energy and Environment, 1st edition, CRC Press, Taylor & Francis Group., ISBN NO: 

9781003540199. https://www.taylorfrancis.com/chapters/edit/10.1201/9781003540199-47/ 

[34] Dr. P Bindu Swetha et al., House Price Prediction using ensembled Machine learning model, in ICICASEE-

2023, reflected as a book chapter in Intelligent Computation and Analytics on Sustainable energy and 

Environment, 1st edition, CRC Press, Taylor & Francis Group., ISBN NO: 9781003540199., 

https://www.taylorfrancis.com/chapters/edit/10.1201/9781003540199-60/ 

[35] M. Kundu, B. Pasuluri and A. Sarkar, "Vehicle with Learning Capabilities: A Study on Advancement in 

Urban Intelligent Transport Systems," 2023 Third International Conference on Advances in Electrical, 

Computing, Communication and Sustainable Technologies (ICAECT), Bhilai, India, 2023, pp. 01-07, doi: 

10.1109/ICAECT57570.2023.10118021. 

[36] Betshrine Rachel Jibinsingh, Khanna Nehemiah Harichandran, Kabilasri Jayakannan, Rebecca Mercy 

Victoria Manoharan, Anisha Isaac. Diagnosis of COVID-19 from computed tomography slices using flower 

pollination algorithm, k-nearest neighbor, and support vector machine classifiers. Artificial Intelligence in 

Health 2025, 2(1), 14–28. https://doi.org/10.36922/aih.3349 

[37] Betshrine Rachel R, Nehemiah KH, Marishanjunath CS, Manoharan RMV. Diagnosis of Pulmonary Edema 

and Covid-19 from CT slices using Squirrel Search Algorithm, Support Vector Machine and Back 

Propagation Neural Network. Journal of Intelligent & Fuzzy Systems. 2022;44(4):5633-5646. 

doi:10.3233/JIFS-222564 

[38] Betshrine Rachel R, Khanna Nehemiah H, Singh VK, Manoharan RMV. Diagnosis of Covid-19 from CT 

slices using Whale Optimization Algorithm, Support Vector Machine and Multi-Layer Perceptron. Journal 

of X-Ray Science and Technology. 2024;32(2):253-269. doi:10.3233/XST-230196 

[39] K. Shekokar and S. Dour, "Epileptic Seizure Detection based on LSTM Model using Noisy EEG 

Signals," 2021 5th International Conference on Electronics, Communication and Aerospace Technology 

(ICECA), Coimbatore, India, 2021, pp. 292-296, doi: 10.1109/ICECA52323.2021.9675941. 

[40] S. J. Patel, S. D. Degadwala and K. S. Shekokar, "A survey on multi light source shadow detection 

techniques," 2017 International Conference on Innovations in Information, Embedded and Communication 

Systems (ICIIECS), Coimbatore, India, 2017, pp. 1-4, doi: 10.1109/ICIIECS.2017.8275984. 

[41] K. Shekokar and S. Dour, "Identification of Epileptic Seizures using CNN on Noisy EEG Signals," 2022 6th 

International Conference on Electronics, Communication and Aerospace Technology, Coimbatore, India, 

2022, pp. 185-188, doi: 10.1109/ICECA55336.2022.10009127 

[42] A. Mahajan, J. Patel, M. Parmar, G. L. Abrantes Joao, K. Shekokar and S. Degadwala, "3-Layer LSTM 

Model for Detection of Epileptic Seizures," 2020 Sixth International Conference on Parallel, Distributed 

and Grid Computing (PDGC), Waknaghat, India, 2020, pp. 447-450, doi: 

10.1109/PDGC50313.2020.9315833 

[43] T. Shah, K. Shekokar, A. Barve and P. Khandare, "An Analytical Review: Explainable AI for Decision 

Making in Finance Using Machine Learning," 2024 Parul International Conference on Engineering and 

Technology (PICET), Vadodara, India, 2024, pp. 1-5, doi: 10.1109/PICET60765.2024.10716075. 

 

fffff 

https://www.seejph.com/index.php/seejph/article/view/6162
https://jisem-journal.com/index.php/journal/article/view/8990
https://www.taylorfrancis.com/chapters/edit/10.1201/9781003540199-47/
https://www.taylorfrancis.com/chapters/edit/10.1201/9781003540199-60/
https://doi.org/10.36922/aih.3349
https://doi.org/10.3233/JIFS-222564
https://doi.org/10.3233/XST-230196

